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ABSTRACT

Sepsis is a life-threatening organ dysfunction resulting from an improperly com-
pensated bodily response to infection. There is a high urgency among clinicians
to develop a set of real-time explainable treatment guidelines and tools to ad-
dress the high mortality rate of sepsis patients. We present a reinforcement learn-
ing approach for vasopressor drug dosage in intensive care unit sepsis patients to
achieve a better-than-expert treatment policy. We preserved interpretability with
a prototype learning layer and learn actions in an off-policy manner with impor-
tance sampling. We evaluated our design on the MIMIC-IV deidentified electronic
health record dataset with an 80%-20% training-validation split for 300 epochs.
For patient trajectories where expert actions agreed with over 80% of model pol-
icy actions, we achieved a mortality rate of approximately 35%, outperforming the
expert policy mortality rate of 38%. Where expert actions agreed with the model
policy for less than 80% of states, patient mortality reached 92%. This work in-
dicates the model policy outperformed the expert policy by a significant margin
while preserving interpretability. Future directions include improved data clean-
ing and extraction techniques, more tailored patient feature selection, exploring
solutions to address limited trajectory exploration in training data, and improved
evaluation metrics.

1 INTRODUCTION

The advent of artificial intelligence (AI) and other computational techniques displays great potential
to transform medical treatment and diagnoses as a result of AI’s ability to glean patterns from com-
plex, high-dimensional data (Younis et al., 2024; Gulshan et al., 2016). AI has demonstrated success
in various clinical decision-making tasks, including in patient trials (Zhang et al., 2017; Wang et al.,
2020; Liu et al., 2020a; Lam et al., 2022).

One disease of concern is sepsis. Sepsis is defined as life-threatening organ dysfunction resulting
from improper bodily response to infection (Singer et al., 2016). Sepsis is a leading cause of death;
sepsis patients suffer a high mortality rate estimated to range from 20-50% (Nasir et al., 2015;
Fleischmann et al., 2016; Fleischmann-Struzek et al., 2020; Rhee et al., 2017), and sepsis-related
deaths account for approximately 20% of global mortality as of 2020 (Rudd et al., 2020). Septic
shock, the most severe escalation of sepsis, persistently maintains a high mortality rate at over 50%
(Daniels, 2011; Vincent et al., 2006). Despite medical advances, mortality for leading causes of
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sepsis has not declined for two decades now (Prest et al., 2022). In light of this, general guidelines
for sepsis management have been established, such as the Surviving Sepsis Campaign (Evans et al.,
2021). However, effective tools for real-time sepsis patient management are lacking in various
aspects of treatment (Marik, 2015), such as fluid rescuscitation (Marik & Bellomo, 2016; Byrne
& Van Haren, 2017; Marik et al., 2017) and vasopressor dosage (Bai et al., 2014; Waechter et al.,
2014), where immediate intervention is urgent.

Sepsis management lends itself to the development of computational tools as the typical intensive
care unit (ICU) environment is data-rich due to close patient monitoring (Johnson et al., 2023a).
Computational techniques, such as predictive analyses, have been successful at improving real pa-
tient outcomes for sepsis (Cull et al., 2023; Komorowski et al., 2018). However, deep learning
approaches are generally black-box (Molnar, 2022). In the high-stakes patient care environment,
faithful interpretability is crucial to both clinicians and patients. This is a major roadblock to the
integration of such techniques into real clinical settings; understandably, clinicians trust explainable
models better (doi, 2020). Methods in literature often attempt explanation of model policy decisions
in a manner disjoint from the model’s functioning, such as with retrospective model-agnostic fea-
ture importance analysis or with a separate model dedicated to policy explanation Molnar (2022);
Komorowski et al. (2018). However, literature suggests the use of inherently interpretable models;
“explainable” models risk being unfaithful or improperly portraying model decisions (Rudin, 2019).

One approach for inherent explainability is the use of a prototype layer (Molnar, 2022). The incor-
poration of prototypes mimics clinical case study-based decision-making in a meaningful manner,
and thus can avoid compromising model performance (Rudin, 2019); indeed, prototype learning has
demonstrated success in various real-world decision-making tasks (Biehl et al., 2016). By learn-
ing exemplar states and using comparisons with these prototypes to guide model decisions, faithful
interpretability arises in a human-comprehensible manner (Ming et al., 2019a).

Previously, our lab co-developed an interpretable skill learning (ISL) framework, an imitation learn-
ing approach to mimic expert total intravenous fluid dosages for sepsis patients in the intensive care
unit (ICU) (Jiang et al., 2023). Reliant on prototype learning and behavior cloning, the ISL achieved
state-of-the-art performance—particularly for accuracy and AUC metrics—while providing inherent
interpretability via the prototypes learning layer.

However, literature persistently finds that expert treatments for sepsis patients are frequently sub-
optimal (Marik & Bellomo, 2016; Byrne & Van Haren, 2017; Marik et al., 2017; Bai et al., 2014;
Waechter et al., 2014), with various aspects of sepsis patient treatment debated in medical literature.
Rather than imitation learning, an off-policy reinforcement learning-based approach has potential
to perform better than the expert policy (Prasad et al., 2017; Fujimoto et al., 2019; Sutton & Barto,
2018), especially for long-term patient outcomes such as mortality. Moreover, reinforcement learn-
ing has demonstrably performed well in other clinical contexts(Wang et al., 2018; Yu et al., 2019;
Liu et al., 2020b).

In this paper, we present an expansion of the ISL’s methods via the introduction of reinforcement
learning to achieve a better-than-expert policy. We preserve the prototype learning layers in our
design while utilizing off-policy importance sampling to determine a better policy from expert data
to optimize sepsis patient mortality in an innately interpretable manner. Rather than intravenous
fluid intake, we seek a policy to assign vasopressor dosage. Vasopressors are crucial for the man-
agement of circulatory regulation in ICU patients, ensuring appropriate blood flow to organ systems
(VanValkinburgh et al., 2024). Clinical literature remains controversial on the optimal policy for
vasopressor dosage for sepsis patients (Bai et al., 2014; Waechter et al., 2014); accordingly, this
is a medically compelling action objective to determine an optimal computational policy for. We
demonstrate that this usage of reinforcement learning succeeds in outperforming the expert policy
while the skill embedding of the prototype learning layer provides reasonable interpretability.

2 RELATED WORK

Effective interpretability techniques to address the black-box problem remains challenging; various
approaches exist, ranging from model-agnostic analyses such as Shapley values to feature visualiza-
tion (Molnar, 2022). Prototype learning has emerged in research as a technique to meet the intrinsic
interpretability demands of higher-stakes decision settings (Ming et al., 2019b; Ni et al., 2021).
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By presenting exemplar environment states as learned model weights, models employing prototype
learning are capable of faithfully rationalizing their decision-making process.

Prototype learning allows not only for inherent interpretability of the model but additionally pro-
vides a form of contextual hierarchy, which models clinician decisions more closely; moreover,
hierarchical policies have demonstrably performed well in healthcare contexts (Sharma et al., 2019;
An et al., 2021). In the ISL framework, prototypes meaningfully represented short-term patient
state trends and thus improved performance while introducing a higher-level hierarchy preceding
the lower-level policy dictated by behavior cloning (Jiang et al., 2023). Moreover, these prototypes
are further learned from training data, superseding the otherwise labor-intensive need to establish
hierarchical policies with expert-directed subgoals.

Reinforcement learning as an approach for treatments in the clinical setting is an avid area of current
research (Liu et al., 2020b) and has shown success in various medical sectors (Prasad et al., 2017;
Melanie K Bothe & Faisal, 2013; Lowery & Faisal, 2013; Wang et al., 2018). However, numerous
obstacles exist. The complexity of human biology and the resultant data suggests the use of AI
but concomitantly represents a near-infinite state space (Khezeli et al., 2023). As such, assigning
rewards, too, is often challenging. Many clinical datasets in particular suffer from a narrow ex-
ploration of potential trajectories as deviation from typical expert actions may be hazardous to the
patient.

One project that informed our reinforcement learning approach strongly is the AI Clinician (Ko-
morowski et al., 2018). The AI Clinician was developed for a similar objective—to optimize
long-term patient outcomes for sepsis patients via management of vasopressor and intravenous fluid
dosage. This is achieved via policy iteration. However, the AI Clinician seeks interpretability not
inherently but rather with retrospective feature importance analysis, revealing the role of clinically
meaningful values in its decision-making.

Our particular approach—coupling off-policy reinforcement and prototype learning architectures to
allow intrinsic interpretability in the context of medical treatment across patient trajectories while
seeking to achieve better-than-expert performance—appears to be a unique contribution in literature.

3 METHODOLOGY

3.1 PROBLEM FORMULATION

To guide treatment, a pertinent framework for clinical decision-making is the dynamic treatment
regime (DTR). DTRs are an emerging methodology within the paradigm of personalized medicine
that allow for individualized treatments for patients adaptive to time-varying settings. DTRs are
composed of multi-stage interventions with discretized patient states (Chakraborty & Murphy,
2014); thus, DTR patient trajectories can be described as a sequence of state-action pairs (st, at),
where st and at denote the patient state and corresponding expert action, respectively, at timestep
t. We denote the length (in timesteps) of the patient stay until termination as T ; as such, a corre-
sponding DTR trajectory is denoted [(s1, a1), (s2, a2), . . . , (sT , aT )]. Evidence-based DTRs have
garnered significant interest for management of chronic diseases and are keenly amenable to com-
putational and statistical techniques (Sun et al., 2023). Furthermore, DTRs may be modeled as
Markov decision processes, rendering them ideal for predictive tasks. Here, the DTR model for
patient trajectories permits discretization of expert actions and comparison to policy behavior.

However, clinician decisions are not determined solely by singular patient states. Rather, trends in
patient conditions are observed. Therefore, as per the ISL framework design, our design relies on
patient segments rather than individual states. At timestep t = t0, the corresponding patient seg-
ment St0 is a series of m contiguous patients states ending at st0 such that St0 = [st]

t0
t=t−m+1 =

[st0−m+1, . . . , st0 ] ∈ Rm×d, where d denotes the dimension of any given patient state st. A patient
trajectory [(st, at]

T
t=1 can be decomposed into n = T − m + 1 overlapping segments and can be

written as [Sj ]
T
j=m = [[st]

j
t=j−m+1]

T
j=m. Segments mimic clinical decision-making more closely

by including some medical history of the treatment, displaying a brief trend in patient status. More-
over, segments somewhat mitigate the typical independent-and-identically-distributed assumption
that otherwise promotes compounding errors in many model designs, such as in a flat vanilla behav-
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ior cloning policy. Finally, we assume that the segment granularity of examining patient trajectories
is more adaptable to varying DTR task contexts.

Our model policy objective, then, is to suggest a vasopressor dosage that improves long-term ICU
sepsis patient outcomes with the greatest likelihood. Similar to previous work (Komorowski et al.,
2018), our long-term optimization objective is the minimization of 90-day patient mortality.

However, no objective optimal policy is known for for vasopressor dosage. As such, determining
an appropriate metric to evaluate the model is challenging. One more straightforward approach that
may gauge the model’s performance in comparison to the expert policy may be the measurement of
mortality rates where expert decisions align with model decisions and mortality rates where expert
decisions differ. In particular, we refer to the 90-day mortality rate of patient trajectories where
over 80% of expert and model decisions are in agreement as aligned trajectory mortality; 90-day
mortality rate for trajectories where expert and model agreement is lower than 80% of segments is
referred to as the differing trajectory mortality. We hope to minimize aligned trajectory mortality
while having higher-than-expert mortality rates for differing trajectory mortality.

3.2 PATIENT INCLUSION-EXCLUSION CRITERIA

We first selected all sepsis patients by identifying any patients billed for sepsis-related ICD9 or
ICD10 codes. We then filtered out patients meeting any of the following criteria:

• Withdrawal of treatment As per prior literature (Komorowski et al., 2018), patients whose
treatment is withdrawn were removed from the dataset as clinical decisions are not made to
optimize patient survival in such cases. Withdrawal of treatment was inferred from patients
having receiving a positive dosage of vasopressor at any point during their ICU stay and
suffering mortality within 24 hours of discharge from the ICU.

• Too-brief ICU stay Patient trajectories consisting of less than m timesteps were removed
due to being unable to be decomposed into segments.

• Pediatric patients Patients < 18 years of age at any point were excluded as treatment
for pediatric patients differs from that of adult patients and is medically distinct (Fraser &
Campbell, 2007; King et al., 2022).

3.3 DESIGN

The model architecture, visualized in Figure 1, consists of three layers, all following a data pre-
processing pipeline. The first two—segment embedding and prototype learning—are preserved in
design from the ISL (Jiang et al., 2023). We briefly discuss them here.

The segment embedding layer receives from the data preprocessing pipeline patient segments con-
sisting of m patient states. Each patient state is denoted as described by d features and is therefore
of dimension d. Therefore, a segment St can be represented as [st−m+1, . . . , st] ∈ Rm×d. The seg-
ment embedding layer first receives the segment input to a step-wise multilayer perceptron (MLP),
generating embeddings ft = MLP(st), where ft ∈ Rd′

, for each constituent state of the segment.
As such, MLP(St) = [ft−m+1, . . . , ft] ∈ Rm×d′

. Via a 1D convolution layer, the tensor of state
embeddings is transformed and concatenated into a singular segment embedding zt ∈ Rh. Gener-
ally, we seek to select a small m such that the convolutional neural network design of the segment
embedding layer performs well in extracting a representative segment embedding without being im-
peded by not accounting for long-term dependencies as an LSTM/GRU or Transformer design may
have offered (Hochreiter & Schmidhuber, 1997; Cho et al., 2014; Vaswani et al., 2023).

The segment embedding zt is then passed to the prototype learning layer. We constrain the prototype
layer to k prototypes p = [pi]

k
i=1 = [p1, p2, . . . , pk−1, pk] ∈ Rk×h, which are treated as learnable

model parameters and ultimately represent exemplar segment embeddings. As detailed in our ISL
work, the Euclidean distance between zt and each prototype is used to calculated similarity scores
corresponding each pi (Jiang et al., 2023). These scores are used to transform zt into ot, a weighted
sum of all pi.

We preserve the jointly-constraint learning objectives for the segment embedding and prototype
learning layers from the ISL framework. These learning objectives are summarized as follows. Note
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Figure 1: Summary of data pipeline and the model architecture, consisting of 1) the data preprocess-
ing pipeline, 2) the segment embedding layer, 3) the prototype learning layer, and 4) the importance
sampling layer.

that we denote the L2-norm via the notation ∥·∥2 and that Jx . . . yK = [z|x ≤ z ≤ y, z ∈ N] for
given x, y ∈ N.

• Clustering structure regularization To ensure that segment embeddings are closeby to
nearby learned prototypes so as to ensure prototypes are representative of nearby segment
clusters, we minimize the L2 distance:

Lcluster =

T∑
j=m

min
i∈J1...kK

∥zj − pi∥22

• Prototype-segment evidence regularization To ensure prototype-segment association—
thus improving interpretability of the model—and that prototypes do accurately resemble a
closeby batch of segments, we minimize the L2 distance between the prototype vector and
the nearest segment embedding:

Levidence =

k∑
i=1

min
j∈Jm...T K

∥p− zj∥22

Additionally, to reduce redundancy in prototypes and ensure their meaningfulness, we impose the
following diversity regularization term on the prototype learning layer that encourages L2 distance
between distinct prototypes to match a given proximity threshold dmin:

Ldiversity =

k∑
i=1

k∑
i′ ̸=i

max
(
0, dmin − ∥pi − pi′∥22

)
As a result of these regularization terms, following training loss convergence, each prototype pi is
often closeby to a nearby segment. To enhance interpretability by ensuring that prototypes corre-
spond to real patient states, we assigned prototypes to their nearest segment embedding in latent
space by L2-norm from the training set.

The weighted sum of prototypes ot is concatenated to the most recent state in the segment, st, and
passed from the prototype layer to the importance sampling layer, which operates a model policy
πθ(at|st, ot) parametrized by θ. We denote the expert policy as πE . Given rewards R = [Rj ]

T
j=n

corresponding to respective segments in a given trajectory, our importance sampling loss is defined
as follows:

Limportance =
1

T

T∑
j=n

log πθ(aj |sj , oj)
log πE(aj |sj)

Rj

However, as in many clinical datasets, πE provides a very limited visibility of potential patient
trajectories. To allow for exploration, we “softened” the policy such that, with a frequency of 5%, aj
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is replaced a randomly selected action excluding the expert treatment decision (Komorowski et al.,
2018). If the original aj was part of a trajectory with a positive 90-day mortality outcome—that is,
the patient survives—the corresponding Rj for the replaced action is reduced by 90%. Otherwise,
Rj is amplified by a factor of 2.

The total objective function for the model is ultimately

L = Limportance + λ1Lcluster + λ2Levidence + λ3Ldiversity,

where λ1, λ2, and λ3 are weights to balance the various regularization term constituents.

4 EVALUATION

4.1 DATASET

To evaluate our design, we selected the MIMIC-IV dataset (Johnson et al., 2023a). MIMIC-IV is
the most recent iteration of a series of electronic health record datasets sourced from the data of
the Beth Israel Deaconess Medical Center and contains detailed information on over 65,000 distinct
ICU patient stays. The MIMIC-IV dataset is openly available, and the modular organization lends
itself to convenient data extraction for machine learning tasks.

Examining ICU stays, we extracted all patient trajectories as per our inclusion-exclusion criteria
(see 3.2). We received 10,877 sepsis patients. This cohort suffered a 30-day mortality rate of 25.0%
and a 90-day mortality rate of 34.5%, consistent with the high mortality rate suggested for sepsis
patients in literature.

We discretized patient trajectories into states with a timestep of ∆t = 4 hours. Across each 4-hour
interval described by a patient state, we extracted the corresponding comprehensive vasopressor
dosage in norepinephrine equivalent with an equation adapted from (Goradia et al., 2020). We fur-
ther referenced the well-iterated Minimal Sepsis Data Model (MSDM) developed by the creators of
the OpenSep pipeline, an open-source data processing pipeline to identify sepsis patients in EHR
datasets (Hofford et al., 2022). As per the MSDM, dobutamine was treated equivalent to dopamine
in dosage and we thus incorporated dobutamine dosage into the total vasopressor calculation accord-
ingly:

Total vasopressor = norepinephrine + epinephrine

+
phenylephrine

10
+

dopamine + dobutamine
100

+
metaraminol

8
+ vasopressin × 2.5

+ angiotensin II × 10

We then discretized vasopressor dosage into 5 intervals. An action of 0 signified no vasopressors
provided; similarly, an action of 1 meant total vasopressor dosage was within the interval (0,0.08],
and action of 2 corresponded to the interval (0.08,0.22], and action of 3 to (0.22, 0.45], and and
action of 4 to (0.45,∞). These bounds were based on common vasopressor dosages in the dataset.
Notably, approximately 68% of patient states received a vasopressor dosage of 0.

To describe patient states, we compiled a selection of features based on relevance in previous lit-
erature (Jiang et al., 2023; Komorowski et al., 2018; Sharma et al., 2019). We further included
features with less than 70% missing data for sepsis patients and bearing a Spearman correlation co-
efficient of greater than 0.1 to total vasopressor dosage. In total, we compiled 96 different features,
including demographics (language, gender, marital status, etc.), lab measurements (chloride, partial
oxygen pressure, etc.), vitals (mean arterial pressure, Glasgow Coma Scale scores, etc.), procedures
(mechanical ventilation, Foley catheter, etc.), and pertinent comorbidities (diabetes, hypertension,
congestive heart failure, etc.). We performed data cleaning by winsorizing outliers identified via
Tukey’s method. For missing values, we utilized simple imputation and replaced them with median
values. We then took the logarithm of features exhibiting a log-normal distribution.
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Additionally, for the calculation of Limportance, we must extract πE(at|st) in some form. Specifically,
we require a method to estimate the state-transition probabilities of the expert policy. To achieve this,
we utilized K-means with 25 clusters to group patient states. Probability for various actions provided
the state st were calculated to estimate πE(at|st).

4.2 REWARD FUNCTION

The task objective for our model is to optimize long-term patient outcomes. Due to the high patient
mortality rates encountered in sepsis, we hope to increase patient survival. Accordingly, our reward
function must correspond to lower patient mortality.

One metric of consideration is the Sequential Organ Failure Assessment (SOFA) score at a given
patient state, which quantifies the amount and severity of dysfunction in organ systems for patients
with acute ICU morbidity and has been found to bear a positive correlation to mortality (Jones et al.,
2009). This score is typically a significant factor in the clinical assessment of sepsis patients as a
value ≥ 2 is required to diagnose a patient with sepsis (Lambden et al., 2019a; Singer et al., 2016).
Moreover, a higher SOFA score indicates a higher likelihood of mortality.

Reliability of the SOFA score as a predictor of mortality may vary due to challenges in clinical
measurements and consistency (Lambden et al., 2019b). Our SOFA calculation method mimics that
of the MSDM (Hofford et al., 2022). This method is summarized in Table 1 and follows established
metrics (Vincent et al., 1996; Hofford et al., 2022).

Table 1: SOFA score calculation subscore assignment by organ system metrics. Adapted from
(Vincent et al., 1996).

Organ system subscore component 0 1 2 3 4

Respiratory
PaO2/FiO2; mmHg > 400 ≤ 400 ≤ 300 ≤ 200 ≤ 100

Nervous
Glasgow Coma Scale (GCS) Score 15 13-14 10-12 6-9 <6

Cardiovascular
Mean arterial pressure (MAP); mmHg
Vasopressor administration; µg/kg/min

MAP > 70 MAP ≤ 70
Dopamine ≤ 5

or Dobutamine > 0

Dopamine > 5
or Epinephrine ≤ 0.1

or Norepinephrine ≤ 0.1

Dopamine > 15
or Epinephrine > 0.1

or Norepinephrine > 0.1

Liver
Bilirubin; mg/dl < 1.2 1.2-1.9 2.0-5.9 6.0-11.9 ≥ 12

Coagulation
Platelets ×103/ml > 150 < 150 < 100 < 50 < 20

Kidneys
Creatinine; mg/dl

Urine output; ml/day
< 1.2 1.2-1.9 2.0-3.4 3.5-4.9

Urine output < 500
≥ 5.0

Urine output < 200

The total SOFA score is the sum of the subscores and can range from 0 to 24. Similar to the MSDM
Hofford et al. (2022), any SOFA subscore for which data is missing is assumed to be 0. The same
practice is extended to the Glasgow Coma Scale (GCS) subscores when determining the total GCS
score. Following this, we calculated SOFA scores for each patient state and their correspondence
to 30- and 90-day mortality. This correspondence is displayed in Figure 2. SOFA scores displayed
a high positive linear correlation to these metrics, with an r-value of 0.970 for 30-day mortality
and 0.992 for 90-day mortality. This suggests that SOFA scores are an excellent metric to predict
mortality for this dataset.

Crucially for the determination of an appropriate reward function, changes in SOFA score may
serve as an indicator for better or poorer actions; on average, patients that survived beyond 90 days
following discharge typically had a SOFA score approximately 1.8 points lower at termination state
than at the start of their trajectory whereas patients that suffered 90-day mortality often terminated
their ICU stays with relatively unchanged SOFA scores.

Thus, given a patient trajectory {(st, at)}Tt=1, where s(SOFA)
t is the patient’s SOFA score correspond-

ing to timestep t, we calculated a SOFA score-based reward component r(SOFA)
t = es

(SOFA)
t −s(SOFA)

t−1 . As
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Figure 2: 30- and 90-day mortality versus SOFA scores

such, lower reward is awarded to an action when the subsequent patient state has a higher SOFA
score.

In addition to SOFA scores, we incorporated 30- and 90-day mortality with reward components
r(30) and r(90), respectively. For positive mortality outcomes in which the patient survives, the
corresponding reward component was set to 1 while negative mortality outcomes resulted in 0.

Similar reinforcement learning designs, such as the AI Clinician Komorowski et al. (2018), rely
on a γ discount factor to account for long-term rewards; moreover, the discount factor optimizes
for trajectory length, with higher short-term rewards resulting from longer trajectories. This can be
relevant when trajectory length corresponds to the task objective. In our dataset, however, the lengths
of trajectories did not appear to differ significantly by mortality status. For instance, the mean stay
length for patients with negative 90-day outcomes (death) is 37.7±50.4 timesteps whereas the mean
stay length for patients with positive 90-day outcomes (survival) is 32.1 ± 46.8 timesteps. Since
trajectory length did not appear to bear any correlation to patient survival, we used a γ discount
factor of 0.

As such, the final reward Rt at a given timestep t is described by the expression

Rt = c(SOFA)r(SOFA)
t + c(30)r

(30)
t + c(90)r

(90)
t ,

where c(SOFA), c(30), and c(90) are arbitrary constants.

4.3 RESULTS

We trained our model for 300 epochs with an 80%-20% training-validation split. The model trained
on batches of 210 = 1024 trajectories during each epoch. We set number of prototypes k to 25 as per
the stable prototype amount determined in the ISL previously (Jiang et al., 2023). The importance
sampling layer was a 3-layer MLP. Finally, we weighted the objective function L with λ1 = 0.2,
λ2 = 0.1, and λ3 = 0.1. Figure 3 displays aligned and differing trajectory mortality outcomes on the
validation dataset for the model. As the majority of patient states received zero total vasopressors,
we measured aligned and differing trajectory mortality for a zero-drug policy as well. At baseline,
the validation dataset 90-day mortality rate was 38.1%.

The aligned trajectory mortality stabilised at approximately 35.2%, outperforming the expert policy.
More notably, the differing trajectory mortality reached as high as 92.3%, suggesting that disagree-
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Figure 3: 90-day mortality rates for patient trajectories by alignment to model and to zero-drug
policy

ment with the model policy risked a high patient mortality. On average, the model suggested a
higher vasopressor dosage than the expert policy.

However, interestingly, the zero-drug policy appears to have outperformed the model on aligned
trajectory mortality, although it did perform much worse on differing trajectory mortality. A similar
result was noted also in the AI Clinician (Komorowski et al., 2018), where a zero-drug policy yielded
a higher median return than most model policies generated. One possible explanation is that zero
drugs were most often given to patients that already did not have severe sepsis—those with a positive
prognosis. On average, the mean SOFA score for zero-drug patient states 5.9 whereas the mean
SOFA score for positive-drug patients was 10.8, mirroring this.

Additionally, although the differing trajectory mortality continues to increase as expected, the
aligned trajectory mortality also increases for several epochs before stabilizing at 35%. The cause
of this is uncertain. Finally, the tendency of performance to dip notably at times likely reflects a
catastrophic forgetting problem.

5 CONCLUSION

5.1 DISCUSSION

In this paper, we presented the use of reinforcement learning in conjunction with inherent in-
terpretability techniques to explore a novel approach to sepsis patient treatment. Ultimately, the
model’s policy outperformed the expert policy on a DTR dataset, suggesting the importance of AI
integration into healthcare and its ability to improve and advise treatment decisions in high-stakes
contexts in an interpretable manner.

5.2 FUTURE WORK

Various further steps remain to substantiate the robustness of this methodology. More accurate
metrics for policy value—especially off-policy policy evaluation methods—such as boostrapping
may provide greater insight into model performance (Komorowski et al., 2018; Jiang & Li, 2016).
Evaluation of prototype accuracy as well as an ablation analysis on the prototype layer are imminent.

In regards to data preprocessing, several major refinements remain to be made. Foremost, determin-
ing sepsis state less naively, such as via the methods developed for the MSDM in OpenSep (Hofford
et al., 2022), is crucial to ensuring the appropriate patient population is being considered, especially
in light of challenges in sepsis identification presented by the recent International Sepsis-3 guide-
lines (Johnson et al., 2018). In doing so, as well as for feature extraction, the utilization of the
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mimic-derived dataset, contributed to by various users to develop various derived datasets from
MIMIC-IV (Johnson et al., 2023b).

Hand-in-hand with this step is more careful feature selection, as our amount of features (96) greatly
exceeds that used in other literature (often 40-50). This will allow for more tailored data clean-
ing of more important patient features. More sophisticated imputation techniques for missing data
(Shortreed et al., 2011), such as K-means imputation, will also become more feasible.

Lastly, exploring memory replay or other techniques to mitigate any potential catastrophic forgetting
problem may be critical to ensuring consistent improvements in model performance during training.
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